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     The COVID-19 pandemic brought along an “infodemic” which has been 
amplified in the digital world. We intend to discuss the harmful content on 
Twitter during the COVID-19 pandemic and the approaches to solve the 
problem taken by different sides. We first lay out how disinformation and 
misinformation have become problems negatively affecting society. We then 
present solutions and roles by three organisational clusters, namely the 
platform Twitter itself, governing bodies in the EU and Germany, and civil 
society such, as the news media and NGOs. Firstly, Twitter’s response can be 
found in their guidelines against harmful content during this pandemic. 
Secondly, we analyse Germany’s Network Enforement Act and the EU’s 
Digital Services Act (DSA). Thirdly, we present criticism from civil society such 
as “netzpolitik.org” and “HateAid”. In conclusion, the paper finds it important 
to have all three clusters working together to form an effective system against 
harmful content online, which is in fact advocated by the EU’s DSA. 
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1 Introduction  
Since the outbreak of COVID-19, in addition to the remote work phenomenon, 
communication in many places has been diverted to the digital space. As a result, 
illegal and harmful content is more frequently observed on social media platforms, 
such as Twitter (Uyheng & Carley, 2021). Information on the internet has thus been 
discussed much more. 

There are many problems that come with the internet, and already back in 1996 the 
European Union defined the category “Illegal and harmful content on the Internet”, 
foreseeing the potential problems that would come with it (Commission of the 
European Communities, 1996). Terms such as disinformation, misinformation, and 
hate speech are being used much more often to address the issues arising alongside 
the development of this new people-connecting technology. In this research paper, we 
narrow down and focus on the problems and consequences of harmful content on the 
social media platform Twitter during the COVID-19 pandemic in Germany (i.e., 2020-
2022).  

Adapted from the definition by the Council of Europe, researchers put forward the 
concepts that fall into harmful content: “Misinformation refers to false information 
shared without the intention of causing harm. Disinformation refers to false 
information shared with the intent of causing harm. Mal-information deals with true 
information shared with the intent of causing harm via leaks and through harassment.” 
(Goldzweig et al., 2018). 

We first discuss the problems that have emerged or been amplified due to the 
pandemic, and then list the solutions or roles played respectively by the platform, the 
state, and civil society. Discussion of the roles these actors play regarding harmful 
content is included in each subsection, followed by the conclusion. 

2 The problem 
The combination of the internet and the “infodemic” has contributed to the great 
problem. Disinformation and misinformation during public health crises often become 
prevalent and grow into great concerns for citizens and policy makers alike (Biradar et 
al., 2022; Dredze et al., 2016). In recent years, researchers have confirmed an increase 
in the use of social media networks such as Twitter and Facebook by users to obtain 
information such as news (Ohme et al., 2021). This increases the severity when there 
is a misuse of the information on the internet. As the World Health Organization has 
coined the term “infodemic” for the  times in pandemics when there was a lack of 
expertise and verification as well as empirical results in the early stages, COVID-19, 
without exception, has shown what the “infodemic” is like, regarding the spread of 
harmful contents. (Guess & Lyons, 2020; Okan et al., 2020). Further explanation on 
how the harmful content is given below in the case of Twitter use in Germany, 
including examples such as conspiracy theories, right-wing extremism, and how it 
becomes a problem. 

Disinformation and misinformation such as conspiracy theories and rumours then 
become prevalent (Shahsavari et al., 2020). The problem becomes greater and more 
severe with more users surfing the internet. Posts about COVID-19 on Twitter had 
been increasing during the early outbreak around March 2020 as the infection and 
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death toll went up in 12 European countries, including Germany (Gencoglu & Gruber, 
2020). Researchers studied the disinformation and misinformation on Twitter, and 
found that conspiracy theories were a great part of such information (Batzdorfer et al., 
2021). During the pandemic people could have been obtaining an increasing number 
of anti-establishment information and coverage from the alternative critical viewpoint 
on COVID-19 on social media instead of traditional media sources (Ohme et al., 2021). 
This perhaps hindered the “prosocial behaviour”.  

How does this happen? People went to the internet for information about COVID-19, 
overlooked the credibility check and shared everything they saw on the internet out of 
panic (Biradar et al., 2022). Biradar et al. argue that such practice contributed to the 
amplification of the widespread misinformation on online platforms. Furthermore, 
there is an association between reliance on social media for information and the 
possibility of believing in disinformation and misinformation (El-Far Cardo et al., 2021). 

Fake accounts created by ill-intentioned users steal other people's identities to post 
false information on social media platforms, including Twitter (Biradar et al., 2022). 
Some of the disinformation contains partly true and partly made-up elements that 
connect with readers. The amount of disinformation and misinformation is rising at a  
rate that concerns researchers (Biradar et al., 2022). The mixed information lowers 
peoples’ guards as it appears more trustworthy by presenting some pieces of factual 
information. 

Over half of the population in Germany, according to Okan et al. (2020), have been 
found to possess literacy levels of “inadequate” or “problematic" in regards to health 
and well-being literature. Okan et al. also found that the youth population tends to feel 
confused about pandemic-related information partly because of their high exposure 
to diversified sources of information, which is in part attributable to social media use. 
Health literacy, different from media literacy, could be interacting with each other or 
complicating the process to obtain reliable information. 

Besides knowledge, El-Far Cardo et al. (2021) found that in Germany political opinions 
also play a role in information obtention. Those leaning politically left who possess 
higher trust in health professionals and find information from reliable sources like 
public media tend to take the pandemic seriously (El-Far Cardo et al., 2021). The 
opposite applies to the right-leaning conservative who has lower trust in authorities 
and is prone to trusting misinformation (ibid). Another study finds that if a person has 
a robust perception of misinformation, it is more likely that they are incentivised to 
look for more information (Hameleers et al., 2020). Those who perceive a huge 
disinformation problem tend to avoid the news and are more reluctant to comply with 
the rules by authorities, and scholars thus suggest increasing public trust to counter 
this trend (Hameleers et al., 2020).  

As news reports documented that conspiracy theories and misinformation spread at 
an extraordinary pace in Germany, the right-wing party “Alternative für Deutschland” 
(AfD), which represents a populist point of view, took advantage of the “infodemic” 
and generated content against institutions, discrediting government and officials 
(Leschzyk, 2021). The posts by AfD were at one point dominating among Tweets in 
Germany compared to other German parties (DemTech, 2017).  
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Another problem amplified by the pandemic is online hate speech targeted against 
certain minority communities, e.g. the Chinese community and East-Asian-presenting 
people (Budhwani & Sun, 2020; Uyheng & Carley, 2021). 

3 The platform: Twitter 
Twitter has faced many challenges moderating harmful content, has responded to 
public sentiment about mis and disinformation on its platform and has taken measures 
to combat the various phenomena. One of the most prominent practices that Twitter 
performed is the banning of former U.S. President Donald Trump, followed by other 
conservative lawmakers from the Republican Party (BallotPedia, 2022). This triggered 
more debates on the regulations and power of tech companies like Twitter. Twitter’s 
early attempts to promote healthy debates and address issues on misinformation, as 
pressured to do so by the US Congress, tried to suspend accounts identified as bots 
and limit posting through multiple accounts at the same time (Goldzweig et al., 2018).  

Regarding our specific research topic, Twitter has a separate page for its “COVID-19 
misleading information policy”, last updated in December 2021 (Twitter, 2021). The 
cases that trigger Tweet removal have been listed in detail, which includes 
disinformation, misinformation and illegal actions. Misleading information will be 
labelled. Twitter also clarifies what is allowed regarding COVID-19 related 
information. Punishment and its severity are also listed with permanent suspension 
being the most severe consequence. In addition, Twitter’s Vice President introduced a 
community-driven approach called ‘Birdwatch’ to involve the users in reporting 
problematic Tweets (Coleman, 2021). The guidelines related to COVID-19 were 
written with clarity and examples. For instance, false claims include “COVID-19 is not 
a real disease” and “That COVID-19 vaccines are causing magnetic reactions in 
individuals who have been vaccinated” (Twitter, 2021). This is clarifying for content 
moderators. However, for disinformation outside the areas of COVID-19, Twitter has 
still not included specific regulations on its site.  

The problem Twitter tried to address seemed to be very vague but the action was 
motivated by pressure from the US legislature, and the misinformation situation has 
not improved (Goldzweig et al., 2018). Moreover, it is not clear how decision-making 
is done, nor are the consequences when social media companies fail to take 
responsibility, and such lack of transparency and accountability needs to be 
considered (Goldzweig et al., 2018; Schaake & Vermeulen, 2016). Although the rules 
regarding COVID-19 are clearer, it is not possible to see exactly how many and who are 
being punished under what grounds, and it is certainly not able to tell whether the 
punishment falls into the case of the pandemic. 

In Twitter’s most recent effort to address the war in Ukraine in 2022, Twitter added a 
“Crisis Misinformation Policy” for armed conflict to deal with misleading information, 
for which the hardest “7-day time-outs” can be applied (Twitter, 2022). Both COVID-
19 and armed conflict-related guidelines are retrospective regulations proposed by 
Twitter itself and users do not play a part in the rulemaking on this platform filled with 
user-generated content. Nevertheless, the upside is that such self-regulation practice 
is very fast-paced and grants companies the autonomy to act promptly and flexibly. 
Whether the regulations can be fully implemented requires a separate assessment. 
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Inconsistency of practices is possible under Twitter’s self-regulation. Millionaire Elon 
Musk revealed the attempt to purchase Twitter and reverse the ban on Trump (Dang, 
2022). This is a reminder that social media platforms are after all private companies 
that can make decisions which they see fit; possibly to maximise the company 
stakeholders’ financial benefits or t0 allow responsible moderators to decide 
arbitrarily. Content moderators are not discussed or made transparent by Twitter on 
its website. Content moderation is often outsourced to companies, allowing these 
moderators the right to deal with content including removal (Roberts, 2017). 
Nonetheless, the qualification of these persons is often not open to users for oversight, 
nor is the fact that moderating harmful content could cause psychological problems, 
which could further worsen the sustainability of content moderation. The lack of 
transparency is additionally upheld by the non-disclosure agreement signed by these 
moderators (Roberts, 2017).  

Little effort has been found regarding social media literacy education offered by 
Twitter, except for the partnership with UNESCO on media and information literacy, 
but the related content was not linked to the media release article (Costello, 2019). 
Can Twitter contribute more on media literacy? Some may say that Twitter offering 
COVID-19 guidelines explaining banned behaviours and content is a form of media 
literacy education, but whether education is an objective of these guidelines remains 
unclear.  

4 Germany & the EU  
Social media companies in Germany must follow strict regulation, and the European 
Union (EU) is proposing a broader and more comprehensive regulation which is still in 
progress. The Twitter user population in Germany alone has reached 7.75 million in 
January 2022, roughly one tenth of its population (DataReportal, 2022). Twitter has to 
comply with the German regulation and publishes reports regularly for its users in 
Germany, but this practice is not yet performed in the broader EU context. This section 
will discuss solutions adopted and being proposed by Germany and the EU, in which 
the latter will serve as a comparison to the German approach. 

German policy makers have been trying to increase the speed and efficiency of 
response mechanisms when it comes to harmful content such as hate speech and 
disinformation. Germany adopted the Network Enforcement Act 
(Netzwerkdurchsetzungsgesetz, in short NetzDG) in October 2017, paving the way for 
users to submit complaints about online content which then require action within 7 
days (Bundesministerium der Justiz, 2022). A bi-annual report of how platforms deal 
with the content is also required. The NetzDG is among the very few legislations in the 
world on digital platforms and targets illegal content including some forms of hate 
speech and disinformation (Bayer et al., 2021). As legislation, the NetzDG does not 
clearly stipulate what constitutes illegal content, and thus less clear but potentially 
unlawful content would be given a maximum of 7 days to be acted upon rather than 
the 24 hours for clearly illegal content.  

Through such regulation, companies accumulate experience and could optimise their 
operations to abide by the law. There is also criticism that the law contains the danger 
of over-blocking, indicating a tendency to moderate the content under request, which 
companies tend to do to reduce legal risk. Without giving clear explanations to 
affected users, this can lead to potentially harming the freedom of expression (Bayer 
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et al., 2021). The critique is partly validated by the finding that platforms rely on 
algorithmic content moderation to efficiently delete improper content all the while the 
challenge to recognise hateful content and disinformation remains too huge for what 
technology can actually achieve today (Heldt, 2019). 

Positive results have also been observed. After implementing the NetzDG, Raphaela 
Andres and Olga Slivko, through studying followers of the right-wing AfD party, found 
that the harmful effects of hate speech were dampened, especially when companies 
were encouraged to deal with hateful content in a prompt manner (Andres & Slivko, 
2021). 

Even with the NetzDG legislation in Germany, the day-to-day practice of content 
moderation still relies heavily on the tech companies. This seems to align with the 
approach taken by the EU. The EU has been proposing the Digital Services Act (DSA) 
package containing the Digital Services Act and the Digital Markets Act that define the 
rules of digital services and delegate platforms as the “gatekeepers” of content 
(European Commission, 2022; European Parliament, 2022). The DSA policy process 
involves multiple stakeholders including states, social media companies, experts, and 
civil society (de Jesús Butler, 2008; European Commission, 2022; European 
Parliament, 2022). The DSA as a process-based approach to platform regulation places 
more emphasis on accountability and transparency by establishing an independent 
administration of oversight and opening access for researchers to study (Stockmann, 
2022).  

Co-regulation could help platforms to create and adopt universal guidelines that fulfil 
the DSA objectives and are also practical for platforms per se, that eliminate the 
downsides of self-regulation. Since tech companies will be the frontline 
implementation and enforcement forces in digital space, they have been included in 
the consultation during the law-making process and are termed “gatekeepers” in the 
DSA proposal. In a way, this is sensible because social media platforms prioritise their 
community guidelines (Heldt, 2019), and having a universal guideline will help clarify 
responsibilities for not just the platforms but also internet users and law makers. 
Including tech companies in the legislation process allows them to lobby in their own 
interest and have the ability to affect the legislation, but the transparent democratic 
process in the EU is designed to and hopefully can maximise public interest while being 
pragmatic for tech companies. The legislation has been proposed to enter into effect 
in 2024.  

5 Civil society: NGOs and media 
Civil society like non-governmental organisations (NGOs) and especially the media 
plays a very important role ineffectively regulating and controlling social media 
platforms. They oftentimes play the role of the watchdog that unveils inappropriate 
reactions to any kind of mis- and disinformation. They hold social media platforms 
accountable and reveal loopholes that need to be closed up, either by the social media 
platforms themselves or through legislation from public authorities. 

In Germany there is an active civil society that tries to hold the social media platforms 
and especially Twitter accountable for their actions. In addition to the large, high-
quality newspapers in Germany, two organisations are especially important as 
watchdogs. The first is the news website “netzpolitik.org” that publishes articles 
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mainly in the field of digital politics and freedom rights in the 21st century. It is funded 
almost exclusively by donations of individuals and thus is independent from publishers 
in the traditional sense. The other organisation is an NGO that supports victims of 
online hate crimes called “HateAid”. It offers consulting for victims of hate crimes and 
supports them in case of potential costs for court trials. 

Civil society has criticised Twitter in three different ways, at least in Germany. The first 
criticism is that the guidelines which Twitter uses to execute their content moderation 
is not transparent and not publicly available (Stell, 2021). A court case from six NGOs 
in France against Twitter with a similar complaint led to the ruling that Twitter must 
publish their guidelines (UEJF - Union des Etudiants Juifs de France, 2021). Without 
any transparency about the principles and guidelines Twitter aims to establish on their 
platform, it is not possible to see whether they adhere to their own standards. 

The second criticism arose as Twitter complied with the court ruling. After Twitter 
published certain elements of their content moderation guidelines, civil society 
stepped in to monitor whether Twitter had been adhering to its own guidelines. This 
was apparently not always the case. Max Otte, the candidate from the German far-
right party AfD for the federal presidency, the highest German office, repeatedly used 
paid advertisements on Twitter to spread his messages to a wider audience. According 
to Twitter's own guidelines political advertisement is banned on the platform. This 
advertisement was possible as Twitter did not properly oversee the advertisements of 
Max Otte (Dachwitz, 2022). To this date, there have been no consequences known to 
the public for Max Otte’s political advertising on Twitter, and Otte’s Twitter profile is 
still available. 

The third criticism has demanded improvements in both Twitter’s own guidelines 
regarding harmful content and legislation by public authorities, like the German 
federal government or the European Union. For example, the online magazine “The 
Conversation” showed that Russia uses a loophole on Twitter to spread disinformation 
after the Russian Television channels Sputnik and RT were shut down internationally 
(Thompson & Graham, 2022). Official government accounts have more freedom 
regarding the content they can create and share on Twitter and Russia uses its official 
accounts (e.g. of their embassies) to coordinate the dissemination of disinformation 
by retweeting the same sources and articles. These accounts exploit a loophole in 
Twitters guidelines to continue with disinformation campaigns. The German news 
website “netzpolitik.org” demanded a closure of that loophole (Pallaske, 2022). 
Another criticism is that Twitter is not really banning disinformation from their 
platform: If some content in one country is found to be illegal or not compatible with 
local laws, it is often only geo-blocked. Geo-blocking means that the content in 
question is only blocked in the country where it is illegal, but still visible for people 
located in other countries and accessing the content from there. For example, content 
created in Germany that questions the Holocaust is blocked in Germany, but 
potentially still available in Austria and Switzerland (Laufer, 2021). 

The regulation of social media platforms and of Twitter in particular benefits 
immensely from the work of civil society. For example, the NGO HateAid pushed a 
court case where a meme with a false quote of German politician Renate Künast 
circulated for years on Facebook. The court finally ruled that Facebook must delete the 
content and all its related content with the same false quote (HateAid, 2022). This is 
undoubtedly a remarkable case as this will have influence on the interpretation of the 
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newly passed Digital Services Act and Digital Markets Act. In another HateAid 
supported court case, Twitter must pay a fine to a victim of sexual insults on Twitter 
for the first time (HateAid, 2021).  

6 Conclusion 
This research paper analysed the approach of three different organisational clusters in 
dealing with harmful content on Twitter from 2020 till present, in the midst of the 
COVID-19 pandemic. The three organisational clusters are the legislative bodies of 
Germany and the EU, civil society organisations and Twitter itself, a social media 
platform. All three actors are concerned about the development and containment of 
harmful content on Twitter and all three are actively engaged in the debate on how to 
best deal with this situation, not only on Twitter but on social media platforms in 
general. 

Although all clusters are active in the debate, it must be stated that all of them can 
improve their effectiveness and impact regarding the combat against and the 
prevention of harmful content. First, Twitter is rather not transparent regarding its 
own guidelines on content moderation and harmful content, and especially about the 
application of its own guidelines on content posted on its platform. Researchers and 
civil society have only limited access to data about Twitter’s content moderation 
activities. Second, the legislative bodies can and must improve their prescriptions on 
how to deal with harmful content on social media platforms regularly. Germany was 
among the first to pass substantial legislation regarding harmful content online, but 
this was also criticised by civil society groups due to the fear of over-blocking and 
censorship. The European DSA and DMA will substantially influence the state of 
content moderation for all social media platforms. It will likely emerge that not all 
different aspects are regulated in the best possible way, and some cases might be 
subject to court cases, meaning that legislation needs to be updated periodically in 
order to be fine-tuned with respect to effectiveness against harmful content. Third, 
civil society groups are already very active in the combat against harmful content, but 
their influence is still limited. A greater diversity of civil society groups that cover all 
different aspects of harmful content online is desirable. Additionally, civil society 
groups need to target a larger audience in the middle of society - nowadays the debate 
is often limited to a very well-informed bubble with limited impact on the overall 
society. 

Finally, it is important to mention that all three organisational clusters (Twitter, 
legislative bodies, and civil society) are crucial for an effective system against harmful 
content. If any of these three or any of the interconnections are not working well, 
harmful content is likely to spread in the future as it does presently. 
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