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The spread of hacked materials on Twitter: A threat to democracy?
A case study of the 2017 Macron Leaks
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Elections are democracy’s most important yet most vulnerable moment. Interference in the process presents an attack on the foundations of trust and knowledge in a democratic society, as seen in the Macron Leaks, a hack-and-leak operation spread on Twitter on the eve of the 2017 French presidential elections. Hack-and-leaks have become a popular modus operandi for foreign actors, often backed by Russia, to meddle and undermine democratic elections. First, we discuss the challenges democracies face by hack-and-leaks, then we turn to explore Twitter’s past attempts to self-regulate hacked materials. These were made in response to political events in the US and changing public pressure in the US, putting the platform at risk of becoming a plaything of populist movements and foreign actors seeking to undermine democracy. Until recently, the EU lacked any adequate response but the recently published revised version of the EU’s Code of Practice on Dis-information (June 2022) may signal a change. Twitter has signed the Code and promises to adopt and implement policies to prevent the spread of manipulative behaviour. Should Twitter change its Hacked Materials Policy, it will be the first time it is done in response to regulatory measures.

Note of Transparency: the authors were in touch via email with Dr. Julian Jaursch (Stiftung Neue Verantwortung) and Dr. Jörg Pohle (Alexander von Humboldt Institute for Internet and Society) to ask for advice in the research for potential EU regulation of hacked materials distribution on social media. Dr. Julian Jaursch provided the idea to check the guidelines for the new EU Code on Dis-information and Dr. Jörg Pohle provided information on the GDPR “legitimate interest test”, mentioned in chapter seven.
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1 Introduction

“Il en va de notre démocratie, il en va de notre souveraineté, il en va de notre indépendance nationale” (Untersinger, 2017) said then French Minister of Foreign Affairs, Jean-Marc Ayrault, about the Kremlin-orchestrated hack of the Macron campaign in 2017. Essentially: this is a threat to our democracy, sovereignty, and national independence. The so-called MacronLeaks present one of the most prominent cases of hacked materials being spread via social media, which given their timing, were likely an attempt of election interference. French newspapers, like Le Monde, refer to the journalistic code of ethics in their reasoning for not reporting on the content of the hacked materials. The 15 gigabytes (GB) of material were simply too much to be checked for their authenticity and responsibly reported on under the media blackout regulations. French election law does not permit traditional media to report on the candidates in the 24 hours leading up to the election day (Le Monde, 2017). On Twitter, on the other hand, the materials were spread widely – the journalistic code of ethics and election laws regulating traditional news media seemed not to apply here. How to deal with hacked materials on Twitter, accordingly, presents a challenge to democracy and the platform has responded by publishing a self-regulatory “Distribution of Hacked Materials Policy”.

This case study will respond to the two-part research question: What was Twitter’s motivation behind its self-regulation of the distribution of hacked materials, and is it an adequate response to this challenge to democracy?

To respond to this question, we first introduce the case of the MacronLeaks. Secondly, we define the different layers of challenges to democracy presented by the case. Next, we introduce the typology of self-regulation developed by Price & Verhulst (2000) which will then be applied to Twitter’s Hacked Materials Policy to answer the first part of our research question. In our conclusion, we will assess whether the policy is an adequate response to the issue of hacked materials distribution via social media and discuss the advantages and disadvantages of the approach.

2 The case of the MacronLeaks

French presidential elections have two rounds. In 2017’s second round, the two leading nominees, Emmanuel Macron and Marine Le Pen, faced each other in a runoff on Sunday, 7 May. In the night between Friday and Saturday, an information leak was published, dubbed the EMLEAKS and the MacronLeaks. The 15GB of material had been obtained through hacks on the Macron campaign. A link to the hacked materials was first posted via
PasteBin on 4chan, an American discussion board. Next, they were circulated on Twitter by alt-right American activists, known for promoting conspiracy theories, and were later shared by the Wikileaks Twitter account, where the materials gained international attention and started to spread quickly (Pierron, 2017).

The leak and distribution of the materials coincided with the start of the election silence, or media blackout. This is mandated by the French Election Code, which prohibits the broadcasting of “any message having the character of electoral propaganda” starting midnight on the eve of an election, meaning between Friday and Saturday in 2017 (Conseil Constitutionnel Présidentielle, 2017a).

The media had a window to report on the publication of the leak, but had no time to review, verify and responsibly report on the contents due to the blackout deadline and the 15GB of decompressed data (Almasy, 2017; Vilmer, 2019). The Macron campaign released a statement connecting the leak to hacking efforts made against the campaign, verifying some of the documents as legitimate while stressing others were forged. The statement also included criticism on the timing of the publication, claiming it as part of an effort of democratic destabilisation as was seen in the US presidential election the year before (Pierron, 2017). The timing of the leak was a “direct attempt to manipulate the electoral process through the vulnerability created by the electoral silence period” (Downing & Ahmed, 2019, p.260).

The French Election Committee released a statement on the Saturday morning that it was notified by the Macron campaign of the leak which also contains forged documents, and reminded the media “of the responsibilities they must bear, when the free expression of the voters and the sincerity of the vote is at stake” and “asks press bodies, and in particular their websites, not to report on the content of this data” (CNCCEP, 2017).

Around January and February 2017, when Macron gained a lead in the polls, targeted manipulated-information campaigns against him became more aggressive by two main sources: the Kremlin media and American alt-right (Vilmer, 2019). In addition, the Macron campaign revealed they were the target of several cyber-attacks throughout the election period, some of which could be attributed to Russia and had been successful (Willsher & Henley, 2017). While the French government never officially attributed the hack nor the leak to Russian-backed actors, analysis by researchers and cyber security companies claim the evidence shows Russian interests in undermining the French elections. There were Russian-like patterns in the hack, evidence that was also supported by the US National Security Agency (Baines & Jones, 2018), and significant involvement and influence of the
American alt-right in the manipulative discourse on the leak (Downing & Ahmed, 2019; Vilmer, 2019).

Despite being leaked and distributed via Twitter, researchers agree that the attempt to influence the elections failed and offer several explanations (Ferrara, 2017; Vilmer, 2019). Analysing tweets related to the French election, Ferrara found the baseline general discussion on the elections involved “systematically and significantly more French users (thus, likely French voters), which exhibited a clear trend in favour of supporting now-president Emmanuel Macron”, while the audience in the discussion on the Macron Leaks involved mostly English-speakers and the alt-right American community (2017, p. 15). In addition, the highly regulated media environment during the election period in France made it less vulnerable to election meddling, with regulation forbidding paid political advertisement and mandating the media blackout (Vilmer, 2019). The French also have strong traditions in the quality of journalism, of which 75% of the population trusts, compared to only 25% who trust news from social media (Vilmer, 2019).

3 Leaking and distributing hacked materials via social media as a challenge for democracy

The Macron Leaks manifest the leaking and distributing of hacked materials on social media as a challenge for democracy at two levels. First is the general challenge of a lack of code of ethics for publications and distribution mechanisms on social media platforms. Second, for the specific Macron Leaks case, is the journalistic vacuum created by election silence periods resulting in social media platforms holding disproportionate control over the political discourse in this period of time. Both challenges (even more so in combination) have the potential to undermine elections in several liberal democracies. The imperative need to regulate the leaking and distributing of hacked materials on social media becomes apparent when looking at both challenges in detail, which shall be done in the following section.

The overarching challenge behind hacked materials and social media stems from the fact that social media platforms share some decisive features with media companies – but are governed and regulated as technology companies. As pointed out by Stockmann (2020), there a several aspects setting social media platforms apart from traditional media companies, such as ownership structures and business models. However, Manovich (2009) argues that many users consume content on social media platforms
like they would consume traditional media and only rarely post themselves. In support of this argument, studies such as the Reuters Institute Digital News Report have found that individuals around the globe are increasingly getting their news through social media instead of consuming traditional news media (Newman et al., 2020). Therefore, social media platforms are fulfilling the function of traditional media for many users – but are not guided by comparable journalistic standards. This can present a challenge to democracy in many areas; the distribution of hacked and leaked materials being one of them. Journalistic code of ethics demand that hacked materials be checked for their authenticity and that privacy be carefully weighed against public interest. Social media platforms and their users do not subscribe to such a code of ethics which is why hacked materials can be leaked and distributed, often mixed with dis-information. This can be particularly dangerous in societies without solid traditional news media or low trust in traditional news media.

As seen in the case of the Macron Leaks, the French population’s high level of trust in traditional news media was one of the reasons why the leak was not able to impact the election. On the other hand, the high level of accountability in French journalism paradoxically contributed to a particular vulnerability of the French democracy in the case of the Macron Leaks. Their compliance with the election silence produced a journalistic vacuum:

According to the French Constitutional Council’s dedicated website for the 2017 elections, the restrictions on communication, including on the internet, during the blackout time “are intended to guarantee the freedom of expression of voters and to prevent any pressure likely to alter the sincerity of the election.” [translation by Google Translate] (Conseil Constitutionnel Présidentielle, 2017b).

Several European democracies have their own version of blackout periods before elections. Up until the Macron Leaks, they rarely received any attention or were brought into question. However, the case shows that the democratic institutions of freedom of speech and free press are not the only ones that were being maliciously used: the election silence period had been turned into a vulnerability by foreign actors wishing to meddle in the election through the distribution of fake or real information at a time when it would not receive any comment from regulated and reliable media or political figures (Downing & Ahmed, 2019).

“The most influential actors were those who were most likely to pose a threat not only to the Macron campaign, but to the established rules of the election blackout. [...] we can see that it is not just the fact that a leak occurs, or indeed the content of the leaks that are important for democracy,
but also who spreads the narratives during election blackouts.” (Downing & Ahmed, 2019, p.268)

In light of the media blackout, curious citizens turned to find out information on the Macron Leaks online and ultimately to Twitter, as Downing & Ahmed (2019) show in their research, using Google Trends analysis for both Macron Leaks and Twitter as search queries. It was Twitter’s easy access characteristics – openness (no need for login to see tweets), indexed by Google and searchable, that made it a primary source of information (Downing & Ahmed, 2019).

In the case of France, the challenge of the distribution of hacked and leaked materials via social media was countered by a number of structural factors, such as high trust in traditional media and lack of trust in social media (Conley & Jeangène Vilmer, 2018). This failed attempt at exploiting the lack of code of ethics or an election silence period should, however, be a warning shot for other democracies whose foundations could be threatened by ineffective policies or non-regulation of hacked materials by social media platforms.

4 Timeline and context of Twitter’s Hacked Materials Policy

![Timeline of changes to Twitter’s Hacked Materials Policy](image)

*Figure 1. Timeline of changes to Twitter’s Hacked Materials Policy in the context of hack-and-leak operations in the US and French elections.*
Twitter has recognised the challenge the leaking and distributing of hacked materials on its platform poses to democracy, particularly to democratic processes like elections. Ahead of the US midterm elections in October 2018, it published its first self-regulation regarding the issue. Likely in response to the scrutiny the company faced after the Clinton Campaign and DNC leaks in 2016\(^1\) (see timeline above), Twitter took a rather strict stance, announcing that its rules now “prohibit the distribution of hacked material that contains private information or trade secrets, or could put people in harm’s way” (Twitter, 2018). From the side of governments, such as the US or EU, no regulation on the distribution of hacked materials was put in place after the DNC and the Macron Leaks.

Two years later, a few weeks before the US 2020 presidential elections, Twitter changed its Hacked Materials Policy, following public outcry over its blocking of Tweets on a New York Post article, which were suspected to contain materials obtained through a hack of Hunter Biden’s laptop. Essentially, the platform decided to overhaul its former policy completely and no longer delete tweets distributing or leaking hacked materials – unless they are posted by the hackers themselves (Twitter, 2020). Vijaya Gadde, head of Legal, Policy, and Trust at Twitter, explains the change in the policy in a Twitter thread:

---

\(^1\) Russian-backed hackers exploited social media (especially Facebook & Twitter) to spread harmful content, including hacked materials from the DNC and the Clinton Campaign (Greenberg, 2020); (Mueller, 2019), heightening social tensions (Bazelon, 2020).
Gadde emphasises that Twitter tried to find a balance between people’s privacy and the right of free expression with the previous policy. The new policy can be understood to prioritise free expression by essentially unregulating the leaking and distributing of hacked materials on Twitter.
again. US and EU governments continued to not specifically mention or regulate the issue. Accordingly, the self-regulation typology by Price and Verhulst (2000) shall help to clarify the motivation behind Twitter’s changing policies.

5 The self-regulation typology by Price and Verhulst

Communications and governance researchers Monroe Price and Stefaan Verhulst have applied broader political science theories of self-regulation (from areas such as environmental standards or engineering) to the internet in their book *The Concept of Self-Regulation and the Internet* (Price & Verhulst, 2000). Although published in 2000, many of their concepts are surprisingly applicable to the debate around social media platform regulation today. Even more so, their clear distinctions and typologies could help to structure today’s less organised (due to more rapid and complex technological advancements) debates.

Price and Verhulst introduce a typology of four types of self-regulation (see table below). They differ in their relationship to government and thus in the drivers demanding the self-regulation.

<table>
<thead>
<tr>
<th>Government:</th>
<th>Mandated Self-Regulation</th>
<th>Sanctioned Self-Regulation</th>
<th>Coerced Self-Regulation</th>
<th>Voluntary Self-Regulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>...formulates framework on basis of which industry should self-regulate</td>
<td>...approves / disapproves of self-regulation industry has developed</td>
<td>...threatens to enforce binding regulation if industry does not self-regulate</td>
<td>...has no formal relationship to the self-regulation</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 3. Price and Verhulst's typology of four types of self-regulation by relationship to the governments.*

Generally, the authors say that self-regulation “hardly ever exists without some relationship to the state; a relationship that itself varies greatly” (Price & Verhulst, 2000, p. 3). Furthermore, with self-regulation there is always a perceived need by the industry to regulate an issue. The source of this need can either be “the threat of public regulation, [...] a societal demand for increased responsibility by the private sector or economic factors” (Price & Verhulst, 2000, p. 4).

For the first two types of self-regulation, mandated and sanctioned self-regulation, this perceived need is the government’s instruction. In both cases the government either formulates a framework on whose basis self-
regulation should be implemented (e.g., the EU Code on Disinformation) or asks the industry to come up with a framework which it will then approve or disapprove.

The third type – coerced self-regulation – is characterised by the strongest need to self-regulate effectively. The need either comes from government threatening to enforce binding regulation or from public outcry over a recent scandal which strongly demands action by the industry. Finally, in the case of voluntary self-regulation, there is no formal relationship with the government and mostly economic considerations act as the main drivers (Price & Verhulst, 2000).

6 Analysis: Why and how did Twitter self-regulate

Twitter’s self-regulatory policy was the first regulatory response specifically to the challenge of the leaking and distributing of hacked materials via social media. There is no public information of a formal request by a government to regulate the issue. Nevertheless, the policy cannot be clearly assigned to any of the four types of self-regulations by Price and Verhulst. Much rather, Twitter’s regulatory action seems to rest on several drivers.

Strikingly, Twitter’s self-regulation of the issue, so far, is motivated mainly by US government mandates and US public debate. The Macron Leaks are likely to have played a supportive role in the first, strict removal policy. However, Twitter seems to be clearly more responsive to debates in the US which could also be due to the Macron Leaks being a failed attempt at election meddling.

Twitter’s acting general counsel Sean Edgett had to testify in front of the US Congress at the end of 2017 to explain his platform’s role in the election meddling practiced by Russia. While not formulating specific demands about the distribution and leaking of hacked materials, the congress requested Twitter to take action to limit the opportunities for foreign election interference operations. To many of these requests, Edgett responded with a simple “Yes, sure,” unlike his counterparts from Google and Facebook who were more hesitant to agree to taking certain actions (McCarthy, 2017). When looking at Twitter’s first Hacked Materials Policy which was published along with its “Update on our elections integrity work” (Twitter, 2018), one can assume that the self-regulation was a response to the US Government’s mandated self-regulation formulated in the US congressional hearing. At the same time, Twitter clearly felt a strong need
to regulate, given that they enforced such a harsh policy of deleting almost all posts distributing hacked materials. This strong need likely resulted from high public pressure with users around the world outraged by the role social media platforms played in the election meddling by Russia. Accordingly, one could argue that Twitter felt coerced by the public discourse to self-regulate in a way which prioritises privacy over absolute and potentially harmful freedom of expression.

Twitter has shown to be very responsive to public debates about its practices in general. The change to its Hacked Materials Policy in 2020 can be attributed clearly to public outcry over perceived “censorship” practiced by Twitter in the deleting of Tweets sharing the NY Post article with information on Hunter Biden (Paul, 2020). The Twitter thread by Vijaya Gadde is a testament to this. Accordingly, the change in Twitter’s self-regulation of the distribution of hacked materials was likely a combination of the drivers behind coerced and voluntary self-regulation. The public pressure coerced Twitter to update its policies while there likely was also an economic consideration behind this, with the comparatively small platform worried about losing users. Given that there is no public record of a political mandate to change the policy\(^2\) and the abrupt timing of the change in the policy, one can assume that there was no government involvement behind it.

7 Conclusion: Advantages and disadvantages of the regulatory approach

Twitter self-regulated the distribution and leaking of hacked materials in two policies, in 2018 and 2020. Looking at the timeline, the first policy was a response to its laissez-faire behaviour with regards to the DNC and Macron Leaks which in one case did and in the other had the potential to undermine elections. Pressure from the public and the US Congress led to a strict blocking regulation of hacked materials which was quite effectively enforced, as demonstrated by the deleting of tweets on the Hunter Biden hack. The second policy, on the other hand, was an abrupt response solely to the public outcry about what was perceived as “censorship” particularly by Republican politicians and voters in the US. Twitter, again, responded to the political sentiment of the moment and reversed its policy completely to again adopt a laissez-faire approach to the distribution of hacked materials.

\(^2\) Several members of the Republican party have criticized, contacted and questioned Twitter over its behaviour with regards to the Hunter Biden leaks. All these government actions happened after Twitter had already changed its policies, however (Caralle, 2020).
In the second case, there was no government involvement pushing the self-regulation.

The self-regulation approach for meeting the challenge which hacked materials pose to democracy, especially during election periods, has several advantages. First and foremost, it is a much faster response to the issue than co-regulation. Furthermore, given that the regulation of the distribution of hacked materials falls into the issue area of content moderation, self-regulation ensures minimised government intrusion in the freedom of speech field (Price & Verhulst). Given that the distribution of hacked materials is a global issue, self-regulation can be seen as a more effective response than co-regulation by one government, too. Lastly, self-regulation is more flexible in responding to changing needs.

The last point, however, precisely pinpoints the issue with self-regulation of hacked materials on social media. The two policies by Twitter showed that the company responds to current perceived political sentiments rather than developing a policy on hacked materials which would mirror the code of ethics which traditional media apply to the issue. The danger here is that Twitter does not practice a neutral stance on all hacked materials but much rather differentiates between what the public currently perceives as “good hacked materials” or “bad hacked materials”. The platform risks becoming a plaything of populist movements with this approach. Furthermore, its greater responsiveness to discourse in the US compared to other countries is not an adequate response to a global challenge.

The EU Commission seems to have acknowledged the need to regulate the issue. The Guidance on Strengthening the Code of Practice on Disinformation published in 2021 is the first regulation-associated document which specifically mentions the challenge of hack-and-leak operations (European Commission, 2021). On 16 June 2022, the EU Commission published a revised version of the Code of Practice on Disinformation, listing hack-and-leak operations on the list of “impermissible manipulative behaviour” in Commitment 14 (European Commission, 2022a, p.22). Under Measure 14.1 of the code, “Relevant Signatories will adopt, reinforce and implement clear policies regarding impermissible manipulative behaviours and practices on their services”.

It should be noted that the Code is not an obligatory regulation. It is the result of the work done by a variety of actors, including online platforms. The signatories decide themselves the commitments they sign up for, and it is their responsibility to ensure their policies are effective according to their commitments. The Code has been formally recognized as fulfilling the Commission’s expectations (European Commission, 2022b).
Referring to hack-and-leak operations as “impermissible manipulative behaviour” makes it clear the EU Commission does not see the laissez-faire approach from the 2020 self-regulation policy as an appropriate response to the challenge of hacked materials. Twitter has committed to Commitment 14 and to Measure 14.1 specifically (Subscription Document for Twitter, 2022). In the near future, we will see what changes Twitter will make to its Hacked Materials Policy. These changes, if and when they occur, may be the first time the Hacked Materials Policy changes in response to regulatory measures, and not as a response to US political events.

In an exemplary regulatory mapping (as seen in the graph below) the current 2020 Twitter Policy is located on the extreme end of prioritizing freedom of expression. To fulfil its commitment to Measure 14.1, Twitter will need to adopt a new policy approach which prioritises disinformation regulation.

A more appropriate regulation would find a balance between freedom of expression and privacy. The GDPR’s Article 6 Paragraph 1 Letter f could be interesting here since it demands a legitimate interest test before private data can be shared. Furthermore, particularly for the challenge of the distribution of hacked materials before elections, countries with election silence periods should adjust their electoral codes to include social media platforms. The rationale behind this logic is the argument by Manovich (2009) that there is the risk of disproportionate attention for the social media discourse caused by the journalistic vacuum.

Considering the ongoing acquisition of Twitter by Elon Musk and his announcements to limit content moderation to an absolute minimum, one could argue that co-regulation of the issue might become necessary. As
long as algorithms of social media prioritise emotionally divisive content (due to this being profitable under the current behaviourally targeted advertising business model), acting against the spread of hacked materials will not be in the interest of platforms. Given that hacked materials often contain dis-information or mal-information, this is an enormous challenge for democracy. The Macron Leaks were a warning shot for democracies around the world. With Russia's election interference activities becoming persistent (O'Connor et al., 2020), democratic governments and the EU should be on the lookout to ensure the effectiveness of hacked materials policies and consider enacting effective enforcement measures.
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